Influence of external input and inhibitory synapses on the balance of a sparsely connected network of Leaky integrate-and-fire neurons.

Introduction

Neurons in the human cortical brain show an irregular firing pattern. One explanation is that the timing of the input is synchronized enough to evoke action potentials, as there is summation of input signals (Softky & Koch, 1993). A contradictory explanation says that not the timing but the frequency of the input is relevant (Shadlen & Newsome, 1998). The average input is subthreshold and because of the stochastic input it is possible to evoke spikes even though there is no synchrony.

In order to examine the hypotheses it is very useful to perform simulations on computational models of the human cortex. In computational neuroscience there are numerous neuron and network models, all of them having advantages and disadvantages. Mostly the consideration is based on the computational performance versus biological plausibility. Usually, one chooses the simplest model which still contains the minimal features to be able to answer the research question.

When examining the network dynamics of the cortex, simple neuron models are preferred, as the focus is more on the behavior of the network than on that of the single neurons. Moreover, for the examination of cortical networks the connections should be recurrent as in the human brain. Thus a commonly used network is the sparsely connected Balanced random network (Brunel, 2000; Remme & Wadman, 2012; Yger & Harris, 2013).

The balanced random network, also called balanced network, is a large scale network of sparsely connected Leaky integrate-and-fire neurons (LIF). LIF neurons only take a few parameters in account, and it is more a description of how neurons behave than what causes this behavior. The behavior of a balanced network of the simplest LIF neurons is extensively examined, both analytically and computationally (Brunel, 2000). This research showed that the balanced network could settle in four different states, based on synchrony and regularity. The key parameters in the differentiation between these four states are the amount of external input (each neuron receives stochastic background input) and the ratio between the conductance of excitatory versus inhibitory synapses.

Other studies showed that network models with more biological plausible LIF neurons can reach balanced states as well (Yger & Harris, 2013). However, it is still unknown if these networks can reach the different states of synchrony and regularity as well, and whether the transitions between these states are similar to those of the simpler neuron model. It is therefore examined whether the LIF neuron model with more biological plausible characteristics can reach balanced states which differentiate between synchrony and regularity. It is hypothesized that a balanced state will be reached, and that it is possible to differentiate between the different states, although the transitions will differ from simpler models.

This is examined by implementing a balanced network of LIF neurons and systematically quantifying the regularity and synchrony of different combinations of the external input and relative strength of inhibitory synapses. It is expected that it is possible to differentiate between the four states bases on the quantification. Whether these transitions will be nominal or continuously is unknown, as the involved parameters are not linearly correlated to one another.

Materials and Methods

**Simulations**

Simulations of the spiking neurons were performed using the BRIAN 2 simulator (Goodman & Brette, 2009) with a fixed time step and a membrane time constant of . All simulations were performed on a Packard bell EasyNote TK with 4GB RAM and 2,3 GHz AMD Athlon II P360 processor.

**Simple neuron model**

For the simple LIF neuron model (adapted from *Brunel, 2000)* the next equation is used:

where RIi(t) is described by the equation:
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where represents the number of connections of excitatory neurons and represents Gaussian white noise. The remaining fixed parameters are the threshold , the PSP amplitude , the transmission delay , the refractory period and the reset value after a spike The remaining parameter space consists of g, which is the relative strength of the inhibitory synapses and of , the external firing rate.

The number of excitatory (NE) versus inhibitory (NI) neurons are, resembling the ratio of anatomical estimates for neocortex, respectively 1600 and 400. The sparseness of the network (ε) was originally 0.1, however, to keep the simulations feasible this value is scaled as the original number of neurons was 12500. By increasing the sparseness, even with a smaller number of neurons balance could still be reached (Golomb & Hansel, 2000). So after application of this scaling, the sparseness of the network ε = 0.4098. This means that every neuron has 0.4098 chance it receives a connection from any other neuron.

**More complex neuron model**

The more complex neuron (adapted from *Yger & Harris, 2013*) is quite similar to the simple neuron model, however the conductance of excitatory and inhibitory neurons decays according to a linear equation after a spike instead of just an event at the spike time. Moreover, the event of a spike is different from the simpler model. Whereas the simple model just increases the potential, the more complex model increases the conductance and therefore indirectly the potential increases or decrease, depending on whether the pre-synaptic neuron is excitatory or inhibitory.

In this model the equation of a neuron is:

where is the membrane conductance, here defined as . The leak conductance , the resting membrane potential , the threshold , the reset potential and the refractory period .

The synapses are modeled as instant changes of conductance followed by an exponential decay, as described in the equations:

where the excitatory and inhibitory synaptic time constant are respectively and and reversal potentials are and .

To keep the simulations feasible, 800 excitatory and 200 inhibitory neurons are used. The sparseness is .1915, scaled from .05 with 4500 neurons (Golomb & Hansel, 2000). Synaptic delays are randomly chosen from a uniform distribution between 0.1 and 5 . Initial synaptic conductances were randomly chosen from Gaussian distribution with means and with . The value for is the free parameter space. Finally, each neuron receives input from an independent Poisson spike train at 300 , through an excitatory synapse with conductance of . So the free parameter space in this model consists of the mean value of and the value for .

**Quantification of regularity and synchrony**

For the free parameters and the space between 1 and 10 is quantified for regularity and synchrony. The regularity is quantified by the coefficient of variation (CV), which is the SD of the inter-spike-intervals (ISI) divided by the mean of the ISI. The average of all CV’s of the neurons of a network are the measure for the regularity of a network.

The synchrony is quantified by the average of the 10 highest peaks of the total network frequency. The higher the frequency, the more a network is in synchrony, as more simultaneously firing leads to a higher frequency on a time step.

**Statistics**

After quantification for the parameter space is completed, statistics can be performed in order to examine whether there are states which differ significantly in regularity and synchrony. Besides color plots which could show different states according to either synchrony or regularity (or even both when a mountain color plot is produced), it only gives an indication where the flipping points are. Cluster analyses/ k-means can statistically separate different surfaces of the parameter space which differ in regularity and synchrony.

Results